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Whereas principles of communicative efficiency and legal doctrine dictate that laws be
comprehensible to the common world, empirical evidence suggests legal documents
are largely incomprehensible to lawyers and laypeople alike. Here, a corpus analysis
(n = 59 million words) first replicated and extended prior work revealing laws to
contain strikingly higher rates of complex syntactic structures relative to six baseline
genres of English. Next, two preregistered text generation experiments (n = 286)
tested two leading hypotheses regarding how these complex structures enter into
legal documents in the first place. In line with the magic spell hypothesis, we found
people tasked with writing official laws wrote in a more convoluted manner than
when tasked with writing unofficial legal texts of equivalent conceptual complexity.
Contrary to the copy-and-edit hypothesis, we did not find evidence that people editing
a legal document wrote in a more convoluted manner than when writing the same
document from scratch. From a cognitive perspective, these results suggest law to be
a rare exception to the general tendency in human language toward communicative
efficiency. In particular, these findings indicate law’s complexity to be derived from
its performativity, whereby low-frequency structures may be inserted to signal law’s
authoritative, world-state-altering nature, at the cost of increased processing demands
on readers. From a law and policy perspective, these results suggest that the tension
between the ubiquity and impenetrability of the law is not an inherent one, and that
laws can be simplified without a loss or distortion of communicative content.

law | psycholinguistics | law and cognition | empirical legal studies | experimental jurisprudence

Since the dawn of modern civilization, humankind has codified and communicated
societal norms and rules largely in the form of written laws. In order for people to
understand and comply with social norms and rules, it follows that legal content must
be drafted in a way such that people can ultimately understand and comply with it.

Indeed, the principle that law should provide such “fair notice” to the general public is
a core tenet of modern legal doctrine, which mandates that laws provide proper warning
of prohibited conduct “in language that the common world will understand,” (1, 2)
to “give the person of ordinary intelligence a reasonable opportunity to know what is
prohibited, so that he may act accordingly.” (3, 4).

In addition to legal doctrine, principles of communicative efficiency likewise suggest
that laws should be understandable. For example, a burgeoning psycholinguistics
literature has uncovered various properties of human language that appear optimized for
easing the communicative burden on speakers and listeners (5–16), such as (a) syntactic
dependency length minimization (17, 18), and (b) a preference for shorter words over
longer words in everyday speech (19).

These principles notwithstanding, legal documents have long been observed to be
notoriously difficult to understand (20–23). In particular, recent work has revealed legal
documents, including both private contracts and federal legislation, to be laden with
center-embedded clauses at a rate twice as high as other genres of texts, including those
aimed at an educated audience (24, 25).

Moreover, legal documents containing these features have been shown to cause
processing difficulty relative to legal documents without these features, even for lawyers
and experienced lay readers (24, 26).

The mismatch between the ubiquity and impenetrability of legal documents has long
been acknowledged not just by those tasked with reading legal documents but those
tasked with promulgating them, as well (27). In the United States, policy efforts to
simplify laws have been advocated for decades (28–30), with little to no success (25).

And although recent work has revealed that even lawyers prefer simplified legal
documents over complex legal documents (26), it remains an open question how complex
features such as center-embedded syntax make their way into legal documents in the first
place.

Significance

Why are laws so complicated?
Across two preregistered
experiments, we found that
people tasked with writing official
laws wrote in a more convoluted
manner than when tasked with
writing unofficial legal texts of
equivalent conceptual complexity.
This tendency held constant,
regardless of whether people
wrote the document iteratively or
from scratch. These results
suggest law to be a rare exception
to the general tendency in human
language toward communicating
efficiently, and that convoluted
structures may be inserted to
effectively signal the authoritative
nature of the law, at the cost of
increased reading difficulty.
These results further suggest
laws can be effectively simplified
without a loss or distortion of
communicative content.

Author affiliations: aUniversity of Chicago Law School,
Chicago, IL 60637; bSchool of Psychological Sciences,
University of Melbourne, Melbourne, VIC 3010, Australia;
and cDepartment of Brain and Cognitive Sciences,
Massachusetts Institute of Technology, Cambridge, MA
02139

Author contributions: E.M., F.M., and E.G. designed
research; E.M. performed research; E.M. and F.M.
analyzed data; and E.M., F.M., and E.G. wrote the paper.

The authors declare no competing interest.

This article is a PNAS Direct Submission.

Copyright © 2024 the Author(s). Published by PNAS.
This article is distributed under Creative Commons
Attribution-NonCommercial-NoDerivatives License 4.0
(CC BY-NC-ND).
1To whom correspondence may be addressed. Email:
ericmart@mit.edu.

This article contains supporting information online
at https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.
2405564121/-/DCSupplemental.

Published August 19, 2024.

PNAS 2024 Vol. 121 No. 35 e2405564121 https://doi.org/10.1073/pnas.2405564121 1 of 8

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 E
ri

c 
M

ar
tin

ez
 o

n 
A

ug
us

t 1
9,

 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
12

8.
13

5.
26

.2
23

.

http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.2405564121&domain=pdf&date_stamp=2024-08-14
https://orcid.org/0000-0003-2180-6268
https://orcid.org/0000-0003-1008-5397
https://orcid.org/0000-0002-5912-883X
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:ericmart@mit.edu
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2405564121/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2405564121/-/DCSupplemental


To answer this question, we conducted two well-powered
preregistered experiments testing two leading hypotheses for why
lawyers write the way that they do, including: (a) the magic spell
hypothesis, according to which lawyers and lawmakers write in a
convoluted manner in order to lend legal documents a ritualistic,
spell-like element; and (b) the copy-and-edit hypothesis, accord-
ing to which conditions and specifications are often considered
only after the creation of an initial draft and are more easily
embedded into the center of existing sentences as opposed to
being written-out into separate sentences.

In line with the magic spell hypothesis (22, 25), we found that
people tasked with writing laws wrote in a more convoluted man-
ner (i.e. more center-embedded syntax) than when tasked with
writing control texts of plausibly equivalent conceptual complex-
ity. Contrary to the copy-and-edit hypothesis, we did not find ev-
idence that people editing a legal document wrote in a more con-
voluted manner than when writing the document from scratch.

These findings suggest that lawyers and lawmakers write in a
complex manner in order to confer legal documents a ritualistic,
spell-like element, presenting broad-ranging implications for law,
policy, and cognitive science.

Law’s Syntactic Complexity

Perhaps the most distinctive feature of legalese is center-
embedded syntax, in which clausal content is embedded within
the center of another clause as opposed to being edge-embedded
or written as a separate sentence.

Consider the following example from a Massachusetts Drunk
Driving Law:

“Whoever, upon any way or in any place to which the
public has a right of access, or upon any way or in any
place to which members of the public have access as invitees
or licensees, operates a motor vehicle with a percentage, by
weight, of alcohol in their blood of eight one-hundredths or
greater, or while under the influence of intoxicating liquor,
or of marijuana, narcotic drugs, depressants, or stimulant
substances, all as defined in section one of chapter ninety-
four C, or while under the influence from smelling or
inhaling the fumes of any substance having the property of
releasing toxic vapors as defined in section 18 of chapter
270 shall be punished by a fine of not less than five hundred
nor more than five thousand dollars or by imprisonment

for not more than two and one-half years, or both such fine
and imprisonment.” (31)

The subject of this provision (“Whoever”) and the main verb
phrase (“shall be punished”) are separated by over 100 words of
clausal material, resulting in a center-embedded structure that is
unusually difficult to process (18, 32, 33).

Prior work has indicated that this example is by no means
unique, as legal documents have been found to contain strikingly
higher rates of center-embedded syntax relative to other genres of
English, including those aimed at an educated audience (24, 25).

For robustness purposes, here we first sought to replicate and
extend these results using a more direct method of detecting
center-embedded syntax compared to prior work (Materials and
Methods), in which we used state-of-the-art natural language pro-
cessing tools to detect the number of center-embedded verbs in
a sentence in (a) the United States Code (34) and (b) six baseline
genres in the Corpus of Contemporary American English (35):
academic texts, fiction, newspaper articles, magazine articles,
spoken transcripts, and TV/Movie scripts.

Results are visualized in Fig. 1. Consistent with prior work,
laws contained several times more center-embedded clauses
than any of the baseline genres of English. When looking at
the percentage of sentences with center-embedded clauses, laws
likewise contained strikingly higher rates than any other genre.

In addition, prior analyses have also indicated that center-
embedded syntax disproportionately contributes to the higher
difficulty in recalling legalese versus plain-English compared to
other markers of legalese, such as passive voice and nonstandard
capitalization (24). The increased processing difficulty associated
with center-embedded syntax in legal texts and nonlegal texts has
been hypothesized to be associated with increased demands on
working memory capacity resulting from long-distance syntactic
dependencies (24, 36).

As explained in ref. 17, the difficulty of long dependencies
follows naturally from leading models of human language
processing. Dependency length corresponds to the length of time
in which a word must be held in memory in a left-corner parser or
generator (37–39). Given that storing items in memory may be
difficult or error-prone, short dependencies by hypothesis would
be easier and more efficient to produce and parse. In support
of this idea, comprehension and production difficulty have been
observed at the sites of long dependencies (36, 40).

A B

Fig. 1. Number of center-embedded clauses per sentence (A) and percentage of sentences with center-embedded syntax (B) in laws compared to six baseline
genres of written and spoken English: academic texts, fiction, magazine articles, newspaper articles, and TV/Movies. Laws were taken from the 2021 edition of
the United States Code, the official compilation of all federal laws currently in force. Baseline genres were taken from the most recent year (2019) of the Corpus
of Contemporary American English. Error bars represent 95% bootstrapped CIs.
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A B

Fig. 2. Dependency length (A) and adjusted dependency length (B) in laws versus academic texts, fiction texts, newspaper articles, magazine articles, spoken
transcripts, and TV/Movie scripts.

Moreover, previous literature has shown not only that long-
distance dependencies are difficult to produce and comprehend
relative to shorter dependencies, but also that they are widely
dispreferred in language usage relative to shorter dependencies.
For example, (17) found across 37 natural languages that
utterances contained significantly shorter dependencies relative
to several conservative baselines.

If legal documents had longer syntactic dependencies than
baseline, it would suggest that legal text imposes greater
memory/processing demands on readers than other domains of
language, in turn advancing our understanding of both why legal
documents are difficult to process as well as the domains and de-
gree to which language is optimized for communicative efficiency.

However, it remains an open question to what extent legal
texts have longer syntactic dependencies relative to baseline texts.

To answer this question, we also compared the syntactic
dependency length in our legal versus nonlegal corpora. As with
center-embedded syntax, and consistent with the predictions
of the theoretical literature, laws contained strikingly longer
dependencies than any of the other baseline genres. Results are
visualized in Fig. 2.

Hypotheses

Having replicated and extended prior work demonstrating the
prevalence of complex syntactic structures in legal texts, we next
turned to testing two nonmutually exclusive hypotheses proposed
in the previous literature for how such features enter into legal
documents in the first place. Below we briefly present each of
these hypotheses in turn, as well as the associated predictions of
these hypotheses that we preregistered for our experiments.

Magic Spell Hypothesis. Some have posited that lawyers and
lawmakers write in a convoluted manner in order to lend
legal documents a ritualistic, spell-like element (22, 25). These
ritualistic types of language are often referred to as performative
utterances (41), which unlike descriptive utterances, not only
describe the state of the world but change the state of the world
they are describing.

In order to effectively convey performativity, such utter-
ances have been attested to contain distinctive, low-frequency
structures, as in the case of magic spells, which are char-
acterized by such features as rhyming [e.g. “Double, double
toil and trouble; Fire burn, and cauldron bubble”: (42)] and
foreign-sounding jargon [“wingardium leviosa” (43)]. Indeed, in
a pilot experiment, we found that participants tasked with writing

a magic spell rhymed in 58.8% of sentences, as compared to 1.8%
of sentences when tasked with writing a mere recollection of a
fantastical event involving a magic spell (SI Appendix).

Given that legal documents, like spells and other performative
utterances: (a) have been shown to possess certain distinctive low-
frequency structures (such as center-embedded syntax), at several
times the rate of standard texts (24, 25), and (b) are meant
not only to describe the state of the world but also change the
state of the world (by establishing, eliminating, and/or modifying
legally binding social rules), one might similarly hypothesize that
such low-frequency structures are inserted so as to signal a legal
document’s authoritative nature.

If this hypothesis were true, one would predict that people
tasked with writing an official legal document would write in a
more convoluted manner (including more center-embedded syn-
tax) than when writing a nonperformative law-related document
of equivalent conceptual complexity.

Copy-and-Edit Hypothesis. Recent work has speculated that
convoluted legal language may be a result of an iterative drafting
process, in which conditions and specifications are often thought
of only after the creation of an initial draft or template and are
more easily embedded into the center of existing sentences as
opposed to being written-out into separate sentences (25).

Although this hypothesis may not fully account for all aspects
of convoluted language in legal texts (such as low-frequency
jargon), this would explain why the prevalence of structures such
as center-embedded syntax is so much higher in legal documents
than other genres where the drafting process is less path-
dependent and drawn-out (24, 25), particularly given the ob-
served reliance of lawyers and lawmakers on templates and “boil-
erplate provisions” in the drafting of legal documents (44, 45).

If this hypothesis were true, one would predict that people
tasked with editing a legal document will write in a more
convoluted manner (including more center-embedded clauses)
than when tasked with writing a legal document of equivalent
semantic content from scratch.

Results

Experiment 1. In Experiment 1, we evaluated both the magic
spell Hypothesis and copy-and-edit hypothesis.* To evaluate the

*All data and code for this paper can be viewed at the following Open Science Framework
(OSF) repository link: link. The preregistration for Experiment 1 can be found at the
following link: link.
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predictions of these hypotheses, we conducted a preregistered
within-subject experiment in which we asked participants (n =
204) to write both (a) legal provisions prohibiting crimes; and
(b) stories describing someone committing crimes. See Fig. 3 for
overview of experimental design.

In half of the trials (from-scratch condition), participants
were initially given all of the details of the crime and were
tasked with writing their law or story all at once. In the
other half of trials (editing condition), participants were first
given details of a paired-down version of the crime and were

asked to write their law or story based on that version. After
completing their draft, participants in these trials were then
presented with additional details of the crime and were asked
to revise their draft to incorporate these additional details. Con-
ditions were manipulated within-participant and across crimes
(SI Appendix).

Results are visualized in Fig. 4. In line with the predictions
of the magic spell hypothesis, participants’ responses contained a
higher percentage of sentences with center-embedded syntax in
the law condition (48.1%; 95% CI: 46.0 to 51.1) compared to

Fig. 3. Schema of experimental design. On each trial, a participant would be given instructions asking them to either write a law prohibiting a crime (legal
condition), a story describing the commission of a crime (Experiment 1 control condition) or a description of a crime (Experiment 2 control condition). Participants
would then be given a set of legal propositions to be included in the law or story/description. In the from-scratch condition (Experiment 1 and 2), these
propositions would be presented all at once followed by a response box. In the editing condition (Experiment 1), a paired-down set of propositions would
be presented followed by a response box. After a response is made, the full set of propositions are revealed and participants are instructed to update their
response.
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A B

Fig. 4. Number of center-embedded clauses per sentence (A) and percentage of sentences with center-embedded syntax (B) in criminal laws versus crime
stories. Error bars represent 95% bootstrapped CIs.

responses in the story condition (5.8%; 95% CI: 5.2 to 6.2). The
difference was striking [OR: 8.3], and significant (� = 2.859,
SE = 0.113, P < 0.0001), and held true when looking at the
number of center-embedded clauses per sentence (� = 3.126,
SE = 0.204, P < 0.0001) as opposed to just the percentage of
sentences with center-embedded clauses (see SI Appendix for full
details of model structure).

Contrary to the predictions of the copy-and-edit hypothesis,
participants in the editing condition were not significantly
more likely to center-embed than in the from-scratch condition
(P = 0.262), nor was there an interaction between genre and
editing manipulations (P = 0.244). This was true both when
looking at the number of center-embedded clauses per sentence
and when examining the percentage of sentences with center-
embedded clauses (P = 0.755 for editing manipulation; P =
0.165 for interaction between editing and genre manipulations).

Experiment 2. To further test the robustness of the magic spell
hypothesis, we conducted a second within-subject experiment
in which we asked participants (n = 82) to write either (a)
an official law prohibiting a crime (law condition); or (b) an
unofficial description of a law prohibiting a crime (description
condition), with the latter being a plausibly tighter control than
a story for a text of similar conceptual complexity as a law.†

This experiment also contained a second manipulation whose
purpose was to control for the possibility that people might be
more likely to center-embed depending on the order in which the
details of the crime in question were presented to the participant.

In particular, one might conceivably believe that the presen-
tation of propositions in Experiment I (requirements of guilt,
then punishment) would have primed participants to center-
embed the guilt-related propositions relative to an alternative
presentation of the propositions.

To that end, this second manipulation consisted of a guilt-
first condition and a punishment-first condition. In the guilt-first
condition, the instructions described the requirements of guilt for
the prohibited crime, followed by the punishment for the crime.
In the punishment-first condition, the instructions described the
punishment for the crime followed by the requirements of guilt
for the crime.

†The preregistration for Experiment II can be viewed at the following link: link.

Results are visualized in Fig. 5. As in Experiment 1, in line
with the magic spell hypothesis, participants were more likely
to produce sentences containing center-embedded clauses in
the law condition (54.6%; 95% CI: 50.3 to 59.1) than in
the control condition (25.7%; 95% CI: 22.5 to 28.9). The
difference was striking [OR: 2.1], and was significant both when
looking at the number of center-embedded clauses per sentence
(� = 1.391, SE = 0.184, P < 0.0001) as well as the percentage of
sentences with center-embedded clauses (� = 1.552, SE = 0.227,
P < 0.0001).

The results of the ordering manipulation were also con-
sistent with the magic spell hypothesis, as participants were
not significantly more likely to produce sentences with center-
embedded syntax in the guilt-first condition (P = 0.613) than
in the punishment-first condition, nor was there an interac-
tion between genre and ordering manipulation (P = 0.414).
Converging results were found when analyzing the number of
center-embedded clauses per sentence (P = 0.362 for ordering
manipulation; P = 0.274 for interaction between ordering and
genre manipulations).

To further test the robustness of the magic spell hypothesis
and account for the possibility that participants’ responses in
the two conditions were not matched for conceptual complexity,
we conducted additional exploratory analyses where (a) laws were
coded into legally relevant propositions as in ref. 24, (b) responses
were filtered if they did not include more than 80% of the
propositions in the instructions, and (c) conceptual complexity
(operationalized as proportion of propositions included in a
participant’s response) was included as a fixed-effect predictor
in our regression models.

The results of these analyses were consistent with those
reported in the main text; genre remained a significant and
strong predictor of participants’ likelihood to center-embed. That
is, participants continued to center-embed at a higher rate in
laws versus unofficial descriptions of laws, even when removing
responses that were less conceptually complex and when explicitly
accounting for conceptual complexity as a predictor variable.
These analyses are reported in full in SI Appendix.

Discussion

This paper has empirically investigated the long-puzzling ques-
tion of why laws are written in a complex manner, testing
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A B

Fig. 5. Number of center-embedded clauses per sentence (A) and percentage of sentences with center-embedded syntax (B) in participant-drafted laws versus
unofficial descriptions of laws. Error bars represent 95% bootstrapped CIs.

two leading hypotheses across two well-powered, preregistered
experiments.

In line with the magic spell hypothesis, we found that people
tasked with drafting laws wrote in a more convoluted manner
than when tasked with drafting various control texts of plausibly
equivalent conceptual complexity. Contrary to the copy-and-edit
hypothesis, we did not find evidence that people editing a legal
document wrote in a more convoluted manner than when writing
the document from scratch.

These lines of evidence were robust to various control
attempts, including (a) comparing laws to different genres (stories
and descriptions of laws) to serve as control texts; and (b)
manipulating the order in which propositions of a given law were
presented (requirements of guilt first versus punishment first).

Answering this question is relevant to advancing longstanding
questions of both cognitive science and legal doctrine/public
policy.

On the cognitive science side, as documented above, there is a
burgeoning psycholinguistics literature documenting the various
domains in which communicative efficiency shapes human
language (5–16). Given that law stands as an attested exception to
this observed efficiency, uncovering the cognitive factors giving
rise to the processing difficulties of legal documents can help
inform the degree and domains in which human language is
optimized for communicative efficiency, as well as the factors
giving rise to said (in)efficiency.

In particular, these results suggest law to be a type of
performative utterance (41), meant not just to communicate
states of the world but to explicitly alter the state of the
world. In such instances, distinctive low-frequency structures
may be inserted in order to effectively signal the performative
nature of the utterance, which in turn might increase processing
demands on readers. In the case of other types of performative
language, such as “actual” magic spells, such structures may
include rhyming or foreign-sounding terminology. In the case of
laws, this deviation may come largely in the form of altering the
syntactic structure of the clausal material from right-branching
to center-embedded, creating as a by-product an overload on a
reader’s working memory capacity.

On the law and policy side, these results add to an emerging
body of literature demonstrating that the language of legal
documents can be simplified without a loss or distortion of legal

content (24–26), which might provide a source of optimism to ef-
forts to simplify legal documents [which have been advocated for
for decades (46), to no avail (25)]. These findings also shed insight
into debates related to the aforementioned legal doctrines that
expressly assert or implicitly assume that laws be understandable
to the public at large. Jurists have long acknowledged the tension
between the doctrinal mandate that laws be understandable
to the common person and the observation that laws are not
understandable to the common person (1–4). Whereas recent
proposals to resolve this tension have taken for granted the
necessity of law’s complexity and have called for scaling back the
mandate that laws be accessible to the common person (47), our
results suggest such compromises may not be necessary. Instead,
our results indicate that lawmakers can faithfully comply with
this mandate while simultaneously preserving the desired level of
conceptual complexity.

Ethics Approval. Ethics Approval. Both experiments were ap-
proved by Massachusetts Institute of Technology’s Committee
on the Use of Humans as Experimental Subjects (COUHES),
protocol number: 2107000425. Prior to completing each exper-
iment, participants were shown a consent form, which provided
further details about the experiment, including risks, as well as
information about COUHES approval.

Materials and Methods
Corpus Analysis.
Materials. Our primary materials consisted of two corpora. Our legal corpora
consisted of the 2021 edition of the United States Code (34), the official
compilation of all federal legislation currently in force.

Our baseline corpora consisted of academic texts, fiction texts, newspaper
articles, magazine articles, spoken transcripts, and TV/Movie scripts from the
Corpus of Contemporary American English (35). In order to best match the legal
corpora, we used only texts from the most recent year of the corpus (2019).
Procedure. To calculate the number of center-embedded clauses in each
sentence, we first (a) tokenized each corpus into sentences; and (b) got a
syntactic parse of the sentence using the Stanza package from the Stanford NLP
group (48). Following refs. 24 and 25, we then filtered out sentences that i)
contained fewer than 10 alphabetic words; ii) did not end in a punctuation mark;
or iii) contained 3 or more punctuation characters in a row.

For each sentence, we then calculated the number of center-embedded verbs
(operationalized as the number of main verbs between a noun and its root).
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For validation purposes, we hand-coded a random sample of 300 sentences
for the presence of center-embedded clauses. This revealed the parser to be
92.3% accurate in detecting whether a sentence contained a center-embedded
clause (95% CI: 89.3 to 95.5).

For the dependency analysis, for each word, we calculated the distance
between that word and its head word (defined as the difference in ordinal
position/index between the word and its head word).

For each sentence, we then calculated (a) the total distance across words; and
(b) the total distance across words divided by the total number of words.

Experiment 1.
Materials. The primary materials consisted of eight items, with each item
consisting of sets of instructions to write a passage relating to (respectively) the
commission of a legally prohibited criminal offense (i.e. a crime), such as arson,
bribery, or drunk driving. Each item consisted of 4 conditions (2 manipulations
with 2 conditions each). The first manipulation was genre, which consisted of
a legal condition and a story condition. In the legal condition, the materials
consisted of instructions asking participants to write a law prohibiting a crime. In
the story condition, participants were asked to write a story involving someone
committing a crime. Both conditions had an associated cover story explaining
the motivation behind the task. In the legal condition, participants were told that
they were a “lawmaker” who was “tasked with writing a law that prohibits a certain
crime, and specifies the punishment for that crime if the crime is committed.” In
the story condition, participants were told that they were a “fiction writer” who
was “tasked with writing a story about someone who commits a crime and is
punished for committing the crime.”

The second manipulation was sequencing, whose conditions consisted of a
from-scratch condition and an editing condition. In the from-scratch condition,
the details and propositions of the crime were presented all at once.

In the editing condition, in contrast, the propositions were presented in two
stages. In Stage 1 (Fig. 3), the version of the crime included within the instructions
was paired-down and did not contain all of the propositions. In Stage 2, the
version of the crime included all of the propositions, and the instructions directed
participants to edit their text so as to include all of the additional instructions
(see blue text of Fig. 3).
Participants and procedure. Participants were recruited via the online platform
Prolific. To compute sample size, we conducted a power analysis, which
determined the sample that would give us an 80% chance to detect an effect
size that was at least half as large as the effect of the interaction between genre
+ sequencing obtained in a pilot experiment (this was smallest effect of any
predictor variable in our pilot experiment). Based on this power analysis, and
assuming a 10% exclusion rate, we recruited 220 participants.

Participants were eligible if they resided in the United States, were 18 years
or older, and native speakers of English. Each participant completed 8 trials of
the same series of tasks.

On a given trial, participants would be presented with materials in one of
the four conditions and asked to write either a law or story in accordance with
the material’s instructions. As noted above, when in the from-scratch condition,
participants were asked to draft their text all at once, whereas in the editing
condition, participants were first asked to write an initial draft based on a paired-
down version of the crime described, and then subsequently presented with the
full version of the crime and asked to edit their draft to incorporate the additional
details associated with that version. Across the 8 trials, each participant was
presented with 2 items in each of the 4 conditions, never seeing the same item
more than once.

Prior to each trial, participants were given a comprehension check question
where they were (a) told which of the two genres they would be asked to write
(a law or a story), and (b) asked to confirm which of the two genres they would
be asked to write. Participants were not allowed to proceed to the trial until
answering the comprehension check correctly.

Prior to completing the first trial, participants were asked to promise that they
would not use a language model [such as generative pre-trained transformer
(GPT)] to complete the task. After completing the last trial, they were prompted
with a similar message asking to promise that they did not use a language model
(such as GPT) to complete the task.

Participants were retained in the analysis if they completed all trials and
were determined not to use a language model in their responses. Based on

these criteria, 204 of the 220 recruited participants were retained in the final
analysis.
Analysis plan. To evaluate participant responses, responses were separated
into sentences using an automatic parser—in particular, the tokenizers package
in R. The tokenized sentences were spot-checked by a human and corrected
for errors. After tokenization, sentences were hand-coded for center-embedded
syntax, both in terms of (a) the degree of center-embedded syntax (defined as
the number of center-embedded verbs); and (b) the binary presence of center-
embedded syntax (i.e. were any verbs in the sentence center-embedded).

Following our preregistration, we then analyzed the effect of our two
manipulations on the prevalence of center-embedded syntax by conducting
two separate regressions for each of the two operationalizations of center-
embedded syntax, including (a) a mixed-effects binary logistic regression with
the binary presence of center-embedded syntax (in a given sentence) as the
outcome variable; and (b) a mixed-effects Poisson regression with degree of
center-embedded syntax as the outcome variable. Both regressions featured (a)
genre, sequencing condition and their interaction as fixed-effects; and (b) genre,
sequencing condition, item, and participant as random intercepts.

Results did not qualitatively change for either regression. We report both in
the text.

Experiment 2.
Materials. Similar to Experiment 1, the primary materials of Experiment 2
consisted of eight items, each of which consisted of 4 conditions (2 manipulations
with 2 conditions each). The first manipulation was genre, which consisted of a
law condition and a description condition. The law condition was identical to the
law condition in Experiment 1, and consisted of instructions asking participants
to write a law prohibiting a crime. In the description condition, participants were
asked to write an unofficial description of a law prohibiting a crime.

As in Experiment 1, both conditions had an associated cover story explaining
the motivation behind the task. As in Experiment 1, participants in the law
condition were told that they were a “lawmaker” who was “tasked with writing a
law that prohibits a certain crime, and specifies the punishment for that crime
if the crime is committed.” In the description condition, participants were told
that they were a “tour guide” working in a country with strict crime laws. In
order to raise awareness among foreign customers of the crime laws, they were
“tasked with writing a description of the preconditions for a particular crime in
your country, as well as the punishment for committing that crime.”

The second manipulation was ordering, the purpose of which was to account
for the possibility that people might be more likely to center-embed depending
on the order in which the details of the crime in question were presented to the
participant.

In particular, one might conceivably believe that the presentation of
propositions in Experiment I (requirements of guilt, then punishment) would
have primed participants to center-embed the guilt-related propositions relative
to an alternative presentation of the propositions.

To that end, the ordering manipulation consisted of a guilt-first condition
and a punishment-first condition. In the guilt-first condition, the details of the
crime in question were presented such that the requirements of guilt for the
offense were presented first, followed by the punishment of the offense. In the
punishment-first condition, the ordering was reversed, such that the punishment
of the offense was presented first, followed by the requirements of guilt.

Unlike Experiment 1, there was no sequencing manipulation—across all
conditions, the materials asked participants to write their law or description all
at once from scratch instead of in stages.
Participants and procedure. Participants (n = 82) were recruited via the
online platform Prolific. This sample size was based on a power analysis, which
determined the number of participants that would give us an approximately
80% chance to detect an effect size that was at least 1/5 as large as the effect
of genre obtained in Experiment 1. Participants were eligible if they resided in
the United States, were 18 years or older, and native speakers of English. Each
participant completed 8 trials of the same series of tasks.

On a given trial, participants were presented with materials in one of the four
conditions, and asked to write a text of the appropriate genre. Across the 8 trials,
each participant was presented with 2 items in each of the 4 conditions, never
seeing the same item more than once. As in Experiment 1, participants were
given a comprehension check prior to each trial, were asked before and after
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the experiment to promise to not use/have used a language model to generate
their responses, and were retained according to the same exclusion criteria. All
82 participants passed the exclusion criteria and were thus retained in the final
analysis.
Analysis plan. Responses were tokenized and coded for center-embedded
syntax following the same procedure as in Experiment 1. As in Experiment
1, we analyzed the effect of our two manipulations on the prevalence of center-
embedded syntax by conducting two separate regressions for each of the two
operationalizations of center-embedded syntax, including (a) a mixed-effects
binary logistic regression with the binary presence of center-embedded syntax
(in a given sentence) as the outcome variable; and (b) a mixed-effects Poisson
regression with degree of center-embedded syntax as the outcome variable. Both
regressions featured (a) genre, ordering, and their interaction as fixed-effects;
and (b) genre, ordering, item, and participant as random intercepts. Results
did not qualitatively change for either regression. We therefore report both in
the text.

Data, Materials, and Software Availability. Anonymized; pre-registration
for Experiment 1; pre-registration for Experiment 2 data have been deposited
in OSF (https://osf.io/p64h2/?view_only=95f1031413b14825aaef3b8b2d3
e9617, https://osf.io/6g9va/?view_only=8b53849820d34dc186df57918c0c
18bb, and https://osf.io/4tfqx/?view_only=82a899c7a105465382c7b0c7439
a0f19) (49–51).
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