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Reply to Reilly and Kean:
Clarifications on word length
and information content

First, we disagree with Reilly and Kean (1) that our results on
word length (2) contradicted Zipf’s principle of least effort.
Our findings were in the same spirit, except that we measured
effort in a more principled way than Zipf could have (2). As-
signing word length by information content is least effort under
an assumption of a superlinear relationship between effort and
information content (3), and it is optimal under a desire to
stay just under the channel capacity of linguistic systems (4).

Reilly and Kean (1) bring up the important issue of how we
quantified information content (2). In one sense, negative log
probability is an impoverished notion of information, because
it ignores other aspects of meaning, such as a word’s de-
notation, connotation, significance, etc. Mathematically, how-
ever, it has a precise meaning, quantifying the number of bits
of information that it would take an optimal code to convey
that a given word occurs. Testing whether the lexicon matches
the predictions of a statistically optimal code follows a tradi-
tion in cognitive science of rational analysis (5), where human
behavior is explained in terms of what would be optimal
given the problem to be solved. We argued that lexicons would
be communicatively optimal if the average number of bits of
information conveyed per unit time according to an optimal
code—a word’s average negative log probability—was kept
constant (2).

Reilly and Kean (1) state that one problem with our analysis is
that it was unclear whether verbs and abstract nouns convey
more information than concrete nouns. This is not a problem
with our theory—it is an empirical prediction. In fact, this
prediction is borne out using words in CELEX with unam-
biguous parts of speech that have concreteness ratings in the
Medical Research Council (MRC) psycholinguistic database.
Verbs and abstract nouns (defined by a median split on MRC’s
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noun concreteness ratings) have a mean length of 7.24 characters
and a mean information content of 8.23. Concrete nouns have
a mean length of 5.99 characters and an information content of
7.52. Thus, verbs and abstract nouns are longer and do convey
more information than concrete nouns. Both length and in-
formation content differences were significant with a Wilcoxon
rank sum test (P < 0.001). Importantly, our theory made more
fine-grained predictions than this, predicting word length across
a range of information content values (figure 2 in ref. 2) and not
just for this binary distinction (2).

Finally, we see no conflict between information content being
a major determinant of word length and morphological pro-
cesses. Derivational word forms often get shortened to have
no apparent morphology, as in “exam” for “examination” and
“ad” for “advertisement.” If words that are shortened like this
tend to convey little information, then the remaining words will
be long and morphologically complex, with high-information
content. This predicts the abstractness patterns that Reilly
and Kelly (1) describe, because information content correlates
negatively with concreteness in the MRC database (R = —0.24,
P < 0.001), meaning the words that are not shortened will tend
to be abstract.
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